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Abstract — In this project, we explore the application of 
Reinforcement Learning to the game Snake. We use Deep Q 
Learning implementing a Neural Network to help the agent 
(the snake) to learn what action should take given a state of the 
game. The proposed model takes a state of the game, 
represented by an array with 11 values, as an input for a feed 
forward neural network and it gives as an output 3 values, 
each one representing one of the three possible actions the 
agent can take (turn right, turn left, keep straight). At last, we 
measure the results by comparing the top scores and the mean 
score of the Artificial Intelligence (AI) with our own scores to 
determine if it can do better than the average human. 
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I. MODEL  
Our implementation follows the model presented in [1]. The 

model uses Reinforcement Learning to make the agent (the snake) 
choose the best action to take depending on the state of the game to 
maximize the rewards. To understand how the model works we 
need to understand the 4 main concepts and how they are 
implemented (the state, the actions, the rewards, and the agent). 

The state is the representation of the game that the agent can 
perceive, it contains the essential information the agent needs to 
process to know which action to take. Knowing how to implement 
the state is important because if you put in a lot of information, the 
agent will perform better but it will be slower, on the other hand, if 
we give less information, the agent will process faster but its 
performance will be worse. The implementation of the state in this 
model is given by an array with 11 values that gives the agent the 
information it needs to process and predict the best action. Each 
value can be 0 or 1 and represents different things: danger straight, 
danger right, danger left, direction left, direction right, direction 
up, direction down, food left, food right, food up and food down. 

The actions are moves that the agent can make given a certain 
state. In this model the agent can make only 3 moves: turn right, 
turn left, and keep straight. These actions can be represented by an 
array of 3 values from 0 to 1. Each value represents the probability 
of each action to be the best option. 

The reward is a value that tells the agent how well it is doing. 
You can sum some value to the reward if the agent does something 
good and sum a negative value if the agent does something bad. 
For this model the rewards are simple: it gains 10 points if it eats 
the food, loses 10 if it dies or if it takes more than 5 seconds for the 
agent to reach the food, the last punishment is in order to avoid 
bucles. 

The agent is the AI that processes the state and gives an action, 
then it claims the rewards and learns how to improve for the next 

game. The way it learns is by implementing Deep Q Learning. For 
this model we use a Feed Forward Neural Network that takes as 
input the state and outputs the Q values of each action. The 
structure of the neural network consists of 3 layers: the input layer 
that takes the 11 values of the state, 1 hidden layer with 256 
neurons and Relu activation function, and the output layer of 3 
values, each one corresponding to the Q-value of each action. The 
algorithm of Deep Q Learning starts processing a state, which will 
return the Q values of all actions, then the agent will select the 
action with max Q value (or a random action depending on the 
epsilon-greedy policy), perform the action and receive the reward, 
calculate the loss function, and last use back propagation to 
minimize the loss [2]: 

  

II. EXPERIMENTS 
We performed separate experiments. First, each participant 

played the snake game in the best way they could. It became an 
essential part of the project since its results will later be very 
useful, becoming a baseline for the project and to make a 
comparison of Human vs AI. 

Likewise, the second part of the experiments was carried out 
only by the AI where it learns to play. It should be noted that the AI 
at the beginning has no idea how to play and through random 
movements it performs an exploration. As the game progresses, it 
exploits the known, thus generating a game strategy. Specifically, 
we let the AI carry out a training (Exploration-exploitation) of 200 
games. The same model was trained with different optimizers 
(Adam, SGD and Adamax) to compare their performance and 
choose the best model to compare with the human results. 

III. RESULTS 
To assess the results of the models and compare them, we used 

3 parameters, the high score to compare the best game from each 
model, the mean score to compare the general performance of each 
model, and the standard deviation to see the distribution of the 
scores each model achieved. The mean score is computed as:  

  

For the second part of the experiments, we only compare the 
model with Adam Optimizer, which was the best optimizer, with 
the human results, only using 2 parameters, the high score and the 
mean score as seen in Table 1. 

Mea n Scor e =
Tota lScor e
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Table 1 - Model results for different optimizers 

  
Figure 1 – Results of Model with Optimizer Adam in 200 games 

  
Figure 2 – Results of model with Optimizer SGD in 200 games 

Table 2 - Results that each player got when playing vs Best Model 

IV. CONCLUSIONS 
In this project, we have shown an implementation of Q-learning 
together with the change of different parameters. Anticipating that 
the difference between the performances of the model could 
become more stable after a long period of training, and the result 
did not verify our expectation. Furthermore, we compare this 
method with human players. While none of the models could 
achieve the perfect game, it was found that after a certain number 
of games the best model could learn how to play like a human 
would do, developing its own strategy. We observed that agent 
seems not to be aware of its body, only its head. Therefore, the 
algorithm could be improved to achieve a higher score by 
improving its state representation. This is worth exploring for 
future work. 
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Number 
of Games

Optimizer 
Adam
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7 0.63 0.518 200
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17 0.62 0.58 200
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